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Abstract This paper presents a new proposal for position-
ing and guiding mobile robots in indoor environments. The
proposal is based on the information provided by static cam-
eras located in the movement environment. This proposal
falls within the scope of what are known as intelligent en-
vironments; in this case, the environment is provided with
cameras that, once calibrated, allow the position of the ro-
bots to be obtained. Based on this information, control or-
ders for the robots can be generated using a radio frequency
link. In order to facilitate identification of the robots, even
under extremely adverse ambient lighting conditions, a bea-
con consisting of four circular elements constructed from
infrared diodes is mounted on board the robots. In order to
identify the beacon, an edge detection process is carried out.
This is followed by a process that, based on the algebraic
distance, obtains the estimated ellipses associated with each
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element of the beacon. Once the beacon has been identified,
the coordinates of the centroids for the elements that make
up the beacon are obtained on the various image planes.
Based on these coordinates, an algorithm is proposed that
takes into account the standard deviation of the error pro-
duced in the various cameras in ascertaining the coordinates
of the beacon’s elements. An odometric system is also used
in guidance that, in conjunction with a Kalman Filter, allows
the position of the robot to be estimated during the time in-
tervals required to process the visual information provided
by the cameras.

Keywords Array of cameras · Intelligent environments ·
Mobile robot guidance · Infrared beacons

1 Introduction

In the field of autonomous robot guidance, one of the tasks
that is currently attracting greatest attention is that of ascer-
taining the robot’s position and orientation within the en-
vironment with sufficient accuracy. Several methods have
been developed (Borestein et al. 1996; Santiso 2003) to
carry out this task.

The various localization methods may be classified into
two broad groups: those that require sensors to be incorpo-
rated within the work environment and those that incorpo-
rate sensors on board the robot. The first alternative offers
significant advantages given that, in many cases, it allows
the complexity of the robots to be notably reduced; it fa-
cilitates simultaneous navigation by multiple robots within
the same environment; and it provides information on what
is happening within the environment and so allows deci-
sions to be made according to this information. This alter-
native includes “intelligent environments” (Lee et al. 2001;



306 Auton Robot (2007) 23: 305–324

Steinhaus et al. 2004), which are characterized by the use of
an array of sensors located in fixed positions throughout the
environment and that are distributed strategically to cover
the robots’ entire field of movement. The information pro-
vided by the sensors should allow both the robots’ position
and that of any other object found within the environment
to be ascertained. Numerous papers (Borestein et al. 1996;
Santiso 2003; Villadangos et al. 2004; Ocaña et al. 2005;
López et al. 2005) have been written on the alternative
in which the sensors are mounted on board the robots. In
general, all of these solutions require the robots to carry
extremely sophisticated onboard systems with which to
process the information that the sensors capture from the en-
vironment. Furthermore, the most significant disadvantage
that this alternative presents is that it requires explicit mod-
els of the environment.

The intelligent environment approach to mobile robot
guidance offers a series of major advantages in applications
with indoor environments, among which the following may
be highlighted: the information obtained from the robot’s
movement environment is more complete; the robots’ on-
board systems are notably simplified; it only requires a sin-
gle infrastructure to be incorporated within the environment
(independently of the number of robots in operation within
the environment); the costs are notably reduced, above all,
when several robots are operating within the environment;
and it is possible to obtain information about the position
of all of the robots, thereby facilitating cooperation between
them.

Despite the fact that 3D object tracking is by itself a clas-
sical problem in computer vision, few papers have been pub-
lished on mobile robot guidance using an external camera
ring. The most significant approaches can be divided into
two separated groups; the criterion is based on the previous
knowledge that is required about the robot.

The first group includes those works that are capable of
using the robot’s natural appearance and camera geometry
to obtain the position. Such methods don’t rely on previous
knowledge or invasive landmarks to accomplish the task. In
(Sogo et al. 1999) and (Kruse and Wahl 1998), robot appear-
ance is previously learnt for tracking. In (Hoover and Olsen
2000) and (Steinhaus et al. 1999), the position of static and
dynamic obstacles is obtained by multiple camera fusion in-
side an occupancy grid. In (Pizarro et al. 2005) have used a
set of fiducials to recover metric pose and structure simul-
taneously. Most of this novel approaches unless promising,
still fail in terms of stability, complexity or robustness re-
quired in industrial applications.

The second group makes use of strong prior knowl-
edge by using artificial landmarks attached to the robot. In
(Morioka et al. 2006; Lilienthal and Duckett 2003) and (Yun
et al. 2004), a set of color landmarks are used for robot local-
ization. In (Hoff et al. 1996) and (Naimark and Foxlin 2002),

a contrast template is used for tracking. Both approaches
are naturally affected by lighting variations. To overcome
sensitivity to light changes, in (Chung et al. 2001) a re-
flectance material is used as an artificial landmark. Takase
et al. (2003), Hada et al. (2002) and Terado and Fuji-
wara (2004) use active infrared beacons in robot localiza-
tion and tracking applications. Such methods offer a certain
degree of robustness and the matching process is dramat-
ically simplified. Despite that, important issues as marker
subpixel detection or multiple camera uncertainty fusion
are not deeply developed in such works. In fact, existing
commercial capture motion systems as (ViconPeak Online;
AICON 3D Online) or (Metronor Online), also based on
IR markers, achieve better performance in terms of accu-
racy and marker identification. The main drawbacks of com-
mercial systems derive from its application, which consist
of detecting human non rigid geometry. Such requirements
usually overload the complexity in the system in terms of
the number of markers and the need for modulation codes
for marker identification. The result directly affects both the
overall cost of the sensors and hardware.

The proposal presented in this work obtains robot posi-
tion and orientation (X,Y,Z, θX, θY , θZ) by using only cal-
ibrated cameras placed within the environment and a sim-
ple beacon onboard the robot (built by using four infrared
diodes arranged in “T” shape). The method achieves the
pose robustly even against changes in the lighting condi-
tions and by consuming a reduced processing time. A ro-
bot’s beacon detection and matching is solved by using a
robust segmentation approach which consists of edge de-
tection and ellipse fitting (Image projection model of each
infrared element of the beacon). In order to obtain a robot
pose from images retrieved from multiple calibrated cam-
eras, a robust cost function is proposed which makes use
of the uncertainty present in the information taken from the
set of cameras. Optimization of the proposed cost function
allows an optimal pose computation. Information from the
cameras is weighted so that the more the uncertainty, the
less the influence in the pose solution.

This proposal is included inside those approaches which
make use of strong prior knowledge by using artificial land-
marks attached to the robot. By using infrared elements to
build a beacon it is possible to achieve a high immunity to
illumination changes and to the presence of light spots in the
environment in which the robot moves.

Comparing to those referents that use the same approach,
(Takase et al. 2003; Hada et al. 2002) and (Terado and Fu-
jiwara 2004), the proposed solution is able to fuse informa-
tion between the different cameras taking into account the
inherent uncertainty in detection. In addition, the projection
model of the infrared beacon allows reaching subpixel accu-
racy in image detection, which is translated into better met-
ric accuracy in a robot’s pose compared to previous methods
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Fig. 1 General configuration of
the guidance system using
cameras located within the work
environment

with similar approaches. Compared to commercial tracking

and motion capture systems, the proposed method still keeps

versatility and simplicity in the design. It thus allows avoid-

ance of complex processing techniques for landmark detec-

tion but it still achieves high accuracy in a robot’s pose even

in the case that the robot to camera distance is large. As

a conclusion, the proposal presented in this paper allows

obtaining a robot’s pose in a robust and confident fashion,

achieving high accuracy with low complex algorithms.

As another remark, the proposed method includes a cal-

ibration procedure to obtain extrinsic and intrinsic camera

parameters with high accuracy. Finally, a set of satisfactory

experiments are taken inside real environments as a proof of

concept. The system thus can be easily applied to different

applications as industrial robots, aids to handicapped people,

surgery robots. . . , with a reduced cost.

This paper consists of seven sections, including the in-

troduction. Section two provides a general description of

the solution that has been developed, as well as a descrip-

tion of the onboard beacon and a description of the camera

model used. Section three describes the algorithm used to

detect the beacon mounted on board the robot. Section four

presents the algorithm used to ascertain the position of the

robot. Section five describes the guidance system. Section

six presents the results obtained, and finally, section seven

presents the conclusions.

2 General Description of the Proposed System

The general configuration of the proposed solution is shown
in Fig. 1. The key elements of the same consist of a vision
system (cameras) responsible for capturing the environment,
and a main control unit responsible for processing the im-
ages provided by the vision system, obtaining the robots’
position and generating the control set-points that are sent
to the robot by radio. Evidently, the most important aspects
related to the proposed guidance solution are those related
to the segmentation of the beacon on board the robot and to
obtaining the robot’s 3D coordinates and orientation within
the movement environment. Both aspects are closely linked
to the type of beacon and cameras used, as well as to the
calibration of the latter.

This section describes the beacon to be mounted on board
the robot, the camera model employed and the process used
to calibrate a multi-camera system.

2.1 Infrared (IR) beacons

In order to detect and identify the robots using external
cameras, different alternatives have traditionally been used
based on beacons mounted on the robots. The type and shape
of these beacons may vary widely and range from colored
barcodes (Lee et al. 2001) and black and white circles (Mc-
Namee 2003) through to color circles (Huabin et al. 2004)
and other shapes (Fiala 2004). All of the beacons proposed
to date by other researchers are characterized by their sim-
plicity, even though in some cases, accurate capture of the
beacons is extremely sensitive to the environment’s lighting
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Fig. 2 Arrangement of the four elements (constructed from IR diodes)
that constitute the beacon used to make an easy identification of the
robots and to obtain their position and orientation

conditions. Although there is no reason why these condi-
tions should be highly changeable in indoor environments,
in some cases, there may nevertheless be changes in artificial
lighting, or changes arising from natural lighting when the
robot travels through environments with windows or with ar-
eas of greater brightness, etc. that may represent a significant
difficulty as regards detection of the beacons. It should also
be taken into account that identification of the beacon, and as
a consequence obtaining its 3D coordinates, becomes more
difficult as the distance between the robots and the cameras
increases.

As a result, this paper proposes the use of a beacon con-
sisting of four circular elements with a 2 cm diameter. It pro-
poses arranging them in a “T” shape (Fig. 2) and construct-
ing them from medium power infrared (IR) diodes (10 mW)
with a wavelength of 850 nm (each element of the beacon
is made up of 5 diodes). Using this approach, it has been
possible to verify in the practical tests carried out that the
beacon’s four elements are easily detectable, even in envi-
ronmental conditions in which there are significant changes
in lighting, and without the need to employ complex image
processing algorithms. The use of four elements arranged in
a “T” shape to form the beacon allows the robots to be iden-
tified (by providing redundant information) and their orien-
tation obtained without needing to obtain this information
from the robot’s movements.

In this proposal, information about the robots’ position
and orientation is obtained at all times from the coordinates
of the centroids of each of the beacon’s four elements within
the image planes of the various cameras.

Figure 2 shows the physical arrangement of the four el-
ements that make up the IR beacon. All of these elements
are similar and are identified by the letters A,B,C and D.
The centroid of element C corresponds to the robot’s posi-
tion whilst the orientation of the same corresponds to that

of the vector that runs from the centroid of C to that of A.
Elements B and D are required in order to be able to locate
the other two (C and A).

This type of beacon facilitates accurate determination of
the robot’s position and orientation. However, as the dis-
tance between the robot and the cameras increases, the sep-
aration on the image plane between the four elements that
make up the beacon diminishes, and these may even come
to overlap. In our case, the maximum permissible distance
between the cameras and the robot is 8 meters. Another pos-
sible alternative, also tested in this paper, is to use a single
group of diodes (a beacon consisting of a single element),
which only allows the position of the robots (not their ori-
entation) to be detected. In this case, using the same dimen-
sions for the element of the beacon (2 cm diameter) the dis-
tance may be extended to 16 meters.

2.2 Camera calibration

Due to the influence that it has on determining the robots’
position, the calibration of the multiple camera system (in-
trinsic and extrinsic parameters) is an important aspect.

The model selected for each camera is that of a pinhole
perspective projection and includes distortion of the optic,
given that this distortion may have a significant impact on
accurate capture of the coordinates of the centroids of the
beacon’s elements. Thus, for point P in the scenario the dis-
tortion introduced by the optic means that said point, which
in the absence of distortion would be projected at point p at
coordinates (x,y) on the image plane, is instead projected at
point p’ at coordinates (x’,y’ ). The relationship between the
coordinates of both points, according to the photogramme-
try, is:

x′ = x + x(k1r
2 + k2r

4) + 2b1xy + b2(r
2 + 2x2),

y′ = y + y(k1r
2 + k2r

4) + b1(r
2 + 2y2) + 2b2xy

(1)

where k1 and k2 are the coefficients that model the radial
distortion, b1 and b2 model the tangential distortion and r =
(x2 + y2)1/2. Equation (1) may be expressed in matrix form
as:

p′ = p + δ(p) (2)

where δ(p) reflects the distortion of point p.
In order to carry out the distortion correction process

(capture of coordinates (x,y) at point p based on coordinates
(x’,y’), several different alternatives exist (Heikkilä 2000).
In this case, the proposal made by Melen (1994) has been
used, as it has been demonstrated that it provides good re-
sults and has a low computational cost. The algorithm pro-
posed by Melen is iterative, following the sequence indi-
cated in (3), where δ(p) = p′ − p represents displacement
of the pixel coordinates due to the distortion. The iterative
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process comes to an end when pt+i − pt+i−1 ≤ 0.05 pixels.
In practice, it has been verified that three iterations are suf-
ficient to achieve a good approximation in the correction of
the distortion.

pt = p′ − δ(p),

pt+1 = p′ − δ(p′ − δ(p)),

pt+2 = p′ − δ(p′ − δ(p′ − δ(p))),

pt+3 = p′ − δ(p′ − δ(p′ − δ(p′ − δ(p)))),

pt+i = · · · .

(3)

The equation that relates the 3D coordinates of a point in the
scenario to the coordinates on the image plane, given by (4),
is taken as the basis from which to obtain the parameters
(intrinsic and extrinsic) of each of the cameras.

⎡
⎣

X

Y

Z

⎤
⎦ = λ · R−1 ·

⎡
⎢⎢⎣

u−u0
fx

v−v0
fy

1

⎤
⎥⎥⎦ − R−1 · T (4)

where (X,Y,Z) are the 3D coordinates of a point in the
scenario, u and v are the coordinates on the image plane,
fx,fy,uo, and vo are the camera’s intrinsic parameters,
T = [TX,TY ,TZ]T represents the translation between the

global reference system and that of the camera, R is a 3 × 3
orthogonal matrix defined by the Euler angles (α,β, γ ) and
λ is a scale factor. The parameters TX,TY ,TZ,α,β and γ

are the camera’s extrinsic parameters (rotation-translation
between the global reference system and the camera’s ref-
erence system).

In our case, the calibration process has been carried out
in two phases, by using a single calibration pattern. In the
first phase, the intrinsic parameters are obtained with the
cameras away from their definitive locations (the process is
carried out in a laboratory calibration environment), thereby
enabling these parameters to be obtained to a high degree
of precision. In the second phase, the extrinsic parameters
(R and T ) are obtained between each camera and the global
reference system (Fernández et al. 2002). This latter process
is carried out with the cameras installed in their definitive
locations and using the intrinsic parameters obtained in the
first phase. In order to obtain R and T , the photogrametric
calibration method developed in (McNamee 2003) has been
used.

In order to obtain extrinsic parameters from the set of
cameras, named as Ri ,T i and where subindex i identifies
the camera, a calibration pattern is placed in a known pose
(Rpw,T pw) with respect to a world reference frame. It is
shown in Fig. 3 in the presence of n = 3 cameras. The po-

Fig. 3 Relationship between world coordinate origin, the calibration pattern and the cameras
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sition of the calibration pattern must allow to be observed
by a minimum number m of cameras (m = 3 in Fig. 3) from
the total number n. The values of Rpw , T pw have been ob-
tained by using a theodolite. From the analysis of the pat-
tern points captured from the set of cameras, the values of
Rcpi and T cpi are obtained by using an algorithm similar to
the one proposed in (McNamee 2003). By combining Rcpi ,
T cpi and Rpw , T pw as is shown in (5), the extrinsic para-
meters of each camera from the world coordinate origin (Ri ,
T i ) are obtained.

Ri = Rcpi · R−1
pg ,

T i = T cpi − T pg · Rcpi · R−1
pg .

(5)

Once Ri , T i are available for the set of m cameras, the ro-
tation and translation parameters between each pair of cam-
eras Rij and T ij (i �= j, i, j = 1,2, . . . ,m) are easily com-
puted in (6). If one position of the pattern is not enough to
obtain the relative positions of the cameras, the calibration
pattern must be moved to a new position and the calibra-
tion procedure is repeated until the complete set of extrinsic
parameters is known.

Rij = Ri · R−1
j and T ij = T i − Ri · R−1

j · T j . (6)

Calibration is not carried out in a single step because
the calibration templates need to be captured by the vari-
ous cameras and, in environments with large dimensions,
this makes it necessary to locate them at significant dis-
tances from said cameras. As a consequence, the degree of
precision achieved in the capture of the intrinsic parameters
would not be sufficiently high.

As regards the calibration template, it is essential to be
aware of the importance of both the shape of the elements
that make up the template and the number of these (Lavest et
al. 1998). In our case, taking into account the long distances
between the cameras and the template, and bearing in mind
that it is not possible to use large-sized templates, we have
opted to use an active template constructed from IR diodes.
This consists of luminous circles (5 mm diameter, consist-
ing of a single infrared diode) on a black background. It is
compared with a passive template consisting of black circles
(6 centimeter diameter) on a white background. As may be
observed, the quality as regards perception of the calibration
points on the active template is greatly superior.

To retrieve the intrinsic parameters of each camera, a set
of 10 images of the calibration pattern is obtained for each
camera. In those images, it is of importance that the ob-
served calibration pattern must take the maximum amount of
the image area. In Fig. 4(a) an example image of the pattern
is shown for calibrating intrinsic parameters. In Fig. 4(b) the
image of the pattern is shown for the case of calibration of
extrinsic parameters.

(a) Example of image used for intrinsic parameter calibration

(b) Example of image used for extrinsic parameter calibration

Fig. 4 Images used for calibrating the cameras

In Fig. 4(b), it is shown that, despite the distance between
the pattern and the camera, the calibration pattern is clearly
detected with enough contrast. The active pattern is thus es-
sential for a successful calibration at long distances, where
it doesn’t take place over the whole image.

In order to verify the effectiveness of both the calibration
method and the calibration template used, once calibration
had been carried out, position measurements for the beacon
on board the robot were taken for different positions of the
same within the environment, as it’s shown in Fig. 5(a), a set
of 30 test poses (numbered from 1 to 30) where chosen in
uniform distribution inside the motion environment of the
robot. Figure 5(b) shows robot’s position error (ep) for each
pose (1 to 30) in Fig. 5(a). The magnitude (ep) of error po-
sition is defined as the Euclidean distance between the real
position and the measured position. The ground truth for the
position of the pattern was measured with a theodolite. Two
tests have been carried out, one using an active template and
another using a passive template.
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Fig. 5 Measurement of the
position error using the camera
parameters obtained when using
the two calibration templates

(a) Test points localization

(b) Localization error in the robot as a function of the kind of pattern used in the calibration
method. Dark bars show the result with the proposed active calibration pattern composed
by IR diodes. Light color bars show the error with a passive pattern

Novelty and accuracy of the proposed calibration sys-
tem comes from the use of an active calibration pattern,
which allows attainment of subpixel accuracy in the calibra-
tion points even at long distances. By dividing the process
into two steps for obtaining first intrinsic and second ex-
trinsic parameters, a better performance is achieved. In the
first step, a high accuracy in the intrinsic parameters occurs
by using close distance images of the pattern. In the second
step the use of a theodolite for the true pattern position in the
world frame, provides a method to obtain a good estimation
of the extrinsic parameters.

3 Beacon Detection Algorithm

Using an IR beacon on board the robot helps greatly, regard-
ing the image processing algorithms and drastically reduces

processing time. In our case, the proposed algorithm used to

locate the beacon includes four phases:

• Selection of a window of interest around the beacon ac-

cording to the robot’s predicted position (this eliminates

the influence of noise from outside of the window and re-

duces calculation time).

• Segmentation of the beacon within the window of inter-

est.

• Identification (classification) of the beacon within the seg-

mented objects.

• Obtaining of the centroid of the four elements that make

up the beacon.

Each of these phases is described below.
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3.1 Selection of the window of interest

The window of interest is a square window defined on the
image plane around the beacon. The position of the window
at instant of time k + 1 is based on the prediction made by
a Kalman Filter at instant k. As regards the dimensions of
the window, these are dynamic, so if the beacon is not de-
tected within the initial window, the size of the window is
increased until its maximum dimensions are reached (total
size of the image). Logically, when the system is launched
for the first time, the window of interest will cover the en-
tire image. However, after this initial process, the size of the
window will vary according to the predicted position of the
beacon (robot) generated by the Kalman Filter. The mini-
mum size of the window of interest is determined by the
rectangle that contains the beacon.

3.2 Segmentation of the beacon within the window of
interest

The segmentation process is initiated within the image cap-
tured by each camera by performing detection of the edges
of the objects present in the window of interest. This solu-
tion is justified by the fact that the four elements that make
up the IR beacon present a very high grey level compared
with the rest of the image and, therefore, edge detection will
further highlight these edges, which will facilitate later seg-
mentation. A Prewitt-type 3×3 mask has been used for edge
detection.

The segmentation process has been carried out by per-
forming thresholding using an adaptive threshold. Thus, at
every instant k the threshold value, Tk , is obtained from the
histogram of the window of interest. In our case, we have
used an adaptive threshold based on the Otsu method (Liao
et al. 1999). Figure 6 shows the results of segmentation of
the window of interest.

3.3 Identification (classification) of the beacon

Once the segmentation process has been completed, and as
a step prior to obtaining the centroid of the four elements
that make up the beacon, the characteristics that allows the
beacon to be identified within the series of objects existing
within the window of interest, which are obtained following
segmentation, are then obtained.

In the first phase, any objects of reduced area are elimi-
nated, taking into account the size of the elements that make
up the beacon, the characteristics of the optic used and the
distance from the cameras.

Given that the elements that make up the beacon are cir-
cular and their projections on the image plane will be ellipti-
cal, a scan for possible ellipses is carried out. For each of the
objects segmented within the window of interest, the ellipse

Fig. 6 Result of carrying out thresholding within an image’s window
of interest

that best matches the same, and that we shall call the “esti-
mated ellipse”, is obtained. The possible ellipses are identi-
fied based on the algebraic distance from the edge points of
each segmented object.

As is known, the algebraic distance from point p to curve
g(p,w) = 0 is given by |g(p,w)|. It is thus a case of
finding the ellipse characterized by parameter vector w =
[a, b, c, d, e, f ]T that best matches an object with N edge
points and pixel coordinates pi = [ui, vi], i = 1,2, . . . ,N .

As the algebraic distance is given by:

dw = min
w

N∑
i=1

∣∣xT
i · w∣∣ (7)

and that, with the restriction 4ac − b2 > 0, the equation for
the ellipse is given by (8),

g(p,w) = xT · w
= au2 + buv + cv2 + du + ev + f = 0 (8)

and that xT
i is given by:

xT
i = [u2

i , uivi, v
2
i , ui, vi,1] (9)

the parameter vector of the ellipse that minimizes (7) based
on N edge points for each of the objects of segmented is
obtained.

In the minimization of (7), and in order to avoid the trivial
solution w = 0, a restriction should be imposed on w. In this
regard, of the multiple solutions possible, the one chosen is
that in which the solution of (8) is an ellipse. This condition
may be written as:

b2 − 4ac = wT · B · w = −1 (10)
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with

B =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 −2 0 0 0
0 1 0 0 0 0

−2 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

. (11)

Therefore, (7) may be written as:

dw = min
w

‖wT · XT · X · w‖ = min
w

‖wT · S · w‖ (12)

X being the design matrix, which is given by:

X =

⎡
⎢⎢⎢⎢⎣

u2
1 u1v1 v2

1 u1 v1 1

u2
2 u2v2 v2

2 u2 v2 1
. . . . . . . . . . . . . . . . . .

u2
N uNvN v2

N uN vN 1

⎤
⎥⎥⎥⎥⎦

(13)

and S = XT ·X (scatter matrix). Via (12), the circumstance
is reached in which the eigenvector associated with the only
negative eigenvalue of S corresponds to the parameter vec-
tor associated with the ellipse that best matches N points
pi = [ui, vi], i = 1,2, . . . ,N .

If, once this process has been finalized, there are r seg-
mented objects within the window of interest, the algebraic
distances are sorted in ascending order: dw1 < dw2 < dw3 <

dw4 < · · · < dwr , and those distances whose dwi is less than
0.5 pixels are selected as potential beacon elements. By
identifying each of the objects segmented as mwi and the
selected group as �, thus: � = {mwi : dwi ≤ 0.5 pixels}.

In the next phase, those “estimated ellipses” whose ec-
centricity (E) exceeds a certain value and those whose re-
lationship between the perimeter of the “estimated ellipse”
and that of the edge points of the object used to obtain the
corresponding ellipse (Rp) also exceed a certain value, are
eliminated from the elements in group � .

Eccentricity (E) of the ellipses is given by (14).

E =
√

1 −
(

ejm

ejM

)2

(14)

where ejm and ejM are respectively the minor and mayor
axes of the ellipse in the image plane. The equation of the
ellipse whose principal axes are equal to those of the image
plane is given by (15):

μ1 · u2 + μ2 · v2 + [d e ] · D ·
[
u

v

]
+ f = 0 (15)

where μ1 and μ2 are the eigenvalues of the matrix M given
by (16) and D ∈ �2×2 is the eigenvector matrix correspond-
ing to eigenvalues μ1 and μ2.

M =
[

a b/2
b/2 c

]
. (16)

From (14) and (15) the value of eccentricity is shown in the
following expression:

E =
√√√√1 −

( 1
2 (min( 1

μ1
, 1

μ2
))

1
2 (max( 1

μ1
, 1

μ2
))

)
. (17)

Relationship between perimeters, namely Rp , is defined as
the quotient between the perimeters of the “estimated el-
lipse” identified by Pe and the contour of the object detected
in the image, Pc , and which is used to estimate the ellipse:

RP = Per. “estimated ellipsen”

Per. “boundary points”
= Pe

Pc

(18)

where the “estimated ellipse” perimeter is approximated by:

Pe ≈ π(μa + μb)

(
1 + 3(

μa−μb

μa+μb
) 2

10 +
√

4 − 3(
μa−μb

μa+μb
) 2

)
(19)

where μa and μb are respectively the lengths of the minor
and major axes of the ellipse.

Thus, after this process, and by sorting the estimated el-
lipses in order of ascending eccentricity: E1 < E2 < E3 <

E4 < · · · , the potential elements of the beacon, OEi , will be
the group � = {OE1,OE2,OE3,OE4} associated with the
four with the lowest eccentricity. Likewise, by sorting the
values of the relationship between perimeters in descend-
ing order: Rp1 > Rp2 > Rp3 > Rp4, the potential beacons,
OPi , will be the group, η = {OP1,OP2,OP3 and OP4} as-
sociated with the four highest relationships between perime-
ters.

As a consequence, the potential beacons will be those ob-
jects in which OE1, OE2, OE3, and OE4 coincide with
OP1,OP2,OP3, and OP4. If coincidence exists between
the two groups, the next step is to verify that the four objects
fulfill the geometric relationships for the relative physical lo-
cation between the four elements that make up the beacon.
In the case of either there being no coincidence between
the groups of four objects {OE1,OE2,OE3 and OE4} �=
{OP1,OP2,OP3 and OP4}, or in the case of the geometric
position relationships between them not being fulfilled, the
window of interest will be enlarged and the process will be
repeated. If the beacon is still not detected even when the
entire image is analyzed, a new image will be captured and
analyzed. Figure 7 shows the values of the parameters dw,E

and Rp for each of the “estimated ellipses” in the image in
Fig. 6.
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Fig. 7 Beacon detection example. Eight objects are shown and the
parameters dw , E and Rp are indicated for each of the “estimated el-
lipses” associated with each of them. As may be observed, the elements
belonging to the beacon are easily identifiable

Fig. 8 Example of obtaining the coordinates of the centroid of each of
the elements that make up the beacon

3.4 Obtaining the centroid of the beacon elements

After segmenting and identifying the beacon, the next step
consists of obtaining the pixel coordinates of each of its cen-
troids (uc, vc). In our case, these coordinates are obtained at
the point of intersection of the main diagonal lines that link
the vertices of the minimum-sized rectangle that contains
each of the beacon’s elements (Fig. 8).

4 Positioning Algorithm

Once the centroids of the beacons have been obtained in the
images captured by each of the cameras that make up the
vision system, the next step is to obtain the robot’s 3D po-
sition. Although the robot may be captured by either one

or several cameras, in this paper reference will fundamen-
tally be made to the most frequently encountered situation,
in which the robot is captured by two cameras. In the case
that the robot is within the field of view of more than two
cameras, the process followed is similar to that applied when
the robot is captured by two. Nevertheless, the authors of
this paper have been able to verify in various experiments
that using more than two cameras to detect the robot’s posi-
tion does not represent a notable improvement on the results
achieved with just two cameras. On the other hand, the case
of a single camera detecting the robot is only valid when the
robot moves on one plane (known Z coordinates). As a re-
sult, this paper will only make a brief reference to the results
obtained using a single camera.

4.1 Obtaining the robot’s position using two cameras

Firstly, it should be indicated that the position of the centroid
of element C of the beacon will be taken as the robot’s 3D
position. The coordinates of the centroids (the point that we
may identify as P in the 3D environment) of any of the ele-
ments (A,B,C,D) that make up the beacon are obtained
from the projection lines that extend from the optic cen-
ters (Ψi , Ψj ) of each camera to said point (centroid of each
element), and include their projection on the image planes
(pi ,pj ). As a consequence, the 3D coordinates of the cen-
troid of an element of the beacon will be the point of inter-
section of these projection lines. Unfortunately, the different
sources of error that exist throughout the process (detection
process, calibration, etc.) mean that the projection lines are
not truncated and cross over. Therefore, it is necessary to
propose a solution that minimizes the error in the estimation
of point P (centroid of one of the elements of the beacon)
generated from the two intersecting projection lines.

In order to resolve this problem, the authors of this paper
propose as point P that point that minimizes the sum of the
Mahalanobis distances between said point P and the projec-
tion lines. As a result, obtaining point P will be a function of
the errors produced in obtaining the pixel coordinates from
the cameras, giving greater protagonism to the camera that
produces least error.

By using a “pin-hole” perspective projection model given
by (4), after identifying the 3D coordinates of point P , re-
ferred to the global reference system, as [X,Y,Z]T , the rela-
tionship between these coordinates and their corresponding
pixel coordinates in the cameras i(ui, vi) and j (uj , vj ), on
the image plane of each camera, is given by (20) and (21).

⎡
⎣

X

Y

Z

⎤
⎦ = λi · R′

i ·

⎡
⎢⎢⎣

ui−uoi

fxi

vi−voi

fyi

1

⎤
⎥⎥⎦ + T ′

i , (20)
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⎡
⎣

X

Y

Z

⎤
⎦ = λj · R′

j ·

⎡
⎢⎢⎣

uj −uoj

fxj

vj −voj

fyj

1

⎤
⎥⎥⎦ + T ′

j (21)

where R′
k = R−1

k and T ′
k = −R−1

k · Tk , Rk and T k being the
rotation and translation matrices of camera k(k = i, j), re-
ferred to the global reference system, uk , vk being the pixel
coordinates of the centroid of the projection of the element
of the beacon in the image and λi and λj being scale factors.

Based on (20) and (21), it is possible to write:

P i = λi · R−1
i ·

⎡
⎢⎢⎣

ui−uoi

fxi

vi−voi

fyi

1

⎤
⎥⎥⎦ − R−1

i · T i ,

P j = λj · R−1
j ·

⎡
⎢⎢⎣

uj −uoj

fxj

vj −voj

fyj

1

⎤
⎥⎥⎦ − R−1

j · T j .

(22)

In the presence of error free values in the pixel coordinates
(ui , vi and uj , vj ), points P i and Pj given by (22) must be
equal (P i = P j ), and therefore correspond to the point of
intersection of the projection lines. As a result:

λi · R−1
i ·

⎡
⎢⎢⎣

ui−uoi

fxi

vi−voi

fyi

1

⎤
⎥⎥⎦ − R−1

i · T i

= λj · R−1
j ·

⎡
⎢⎢⎣

uj −uoj

fxj

vj −voj

fyj

1

⎤
⎥⎥⎦ − R−1

j · T j . (23)

Expression (23) can be rewritten by:

A · B − T = 0 (24)

where A is a 3 × 2 matrix, B is a 2 × 1 matrix, and T is a
3 × 1 matrix, which are given by:

A =

⎡
⎢⎢⎣−R ·

⎡
⎢⎢⎣

uj −uoj

fxj

vj −voj

fyj

1

⎤
⎥⎥⎦ ,

⎡
⎢⎢⎣

ui−uoi

fxi

vi−voi

fyi

1

⎤
⎥⎥⎦

⎤
⎥⎥⎦ ; B =

[
λj

λi

]
;

T = T i − R · T j (25)

such that R = Ri · R−1
j .

By using a least squares approach to solve (24) the fol-
lowing close expression is obtained:
[
λj

λi

]
= (AT · A)−1 · AT · T . (26)

If pixel coordinate values are contaminated by noise, then
the point coordinates P i and Pj given in (22) are not coin-
cident (P i �= P j ). In that case a possible solution is to as-
sign point P the coordinates of the midpoint of the segment
that joins P i and P j (Fernández et al. 2003a). Furthermore,
this is valid if the condition is met that the errors produced
by both cameras in obtaining the centroids of the elements
of the beacon are similar. However, in practice this does not
occur due to various circumstances, one of the most note-
worthy of which is the difference in distance between the
beacon and the two cameras. Bearing these considerations
in mind, the authors of this paper propose to assign P the
value that results from minimizing the cost function, χ , de-
fined in (27).

χ =
∑
k=i,j

(P − P k)
T · C−1

k · (P − P k) (27)

where Ck (k = j, i) represent the covariance matrices asso-
ciated with the coordinates of Pk (k = j, i), and which is
given by:

Ck =
⎡
⎣

σ 2
X(k) ρXY(k)σX(k)σY(k) ρXZ(k)σX(k)σZ(k)

ρXY(k)σY(k)σX(k) σ 2
Y(k) ρYZ(k)σY(k)σZ(k)

ρXZ(k)σZ(k)σX(k) ρYZ(k)σY(k)σZ(k) σ 2
Z(k)

⎤
⎦

(28)

where σ 2
X(k), σ 2

Y(k) and σ 2
Z(k) represent the variances of the

coordinates Xk , Yk , Zk , of points P k (k = j, i), and ρXY(k),
ρXZ(k) and ρYZ(k) represent the correlation coefficient be-
tween coordinates.

Obtaining the minimum value of (27), and assuming that
the measurements of Xk , Yk , Zk (k = j, i) are uncorrelated,
the coordinates of point P are given by:

X = σ 2
XiXi + σ 2

XjXj

σ 2
Xi + σ 2

Xj

,

Y = σ 2
Y iYi + σ 2

YjYj

σ 2
Y i + σ 2

Yj

,

Z = σ 2
ZiZi + σ 2

ZjZj

σ 2
Zi + σ 2

Zj

.

(29)

As may be verified, if σ 2
Xi = σ 2

Xj , σ 2
Y i = σ 2

Yj , σ 2
Zi = σ 2

Zj ,
then the coordinates of point P correspond to the midpoint
of the segment that joins P i and P j .

Once the values of the coordinates of point P have been
obtained, depending on the variances of the 3D coordinates,
it only remains to express these according to the variances
of the pixel coordinates. In short, it is a case of expressing
variances σ 2

X(k), σ 2
Y(k) and σ 2

Z(k) according to the variances

of coordinates (ui, vi) and (uj , vj ), σ 2
ui , σ 2

vi , σ 2
uj and σ 2

vj .
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For this purpose, expressing (22) as is indicated in (29), rij
being the coefficients of matrix R:

P k =
⎡
⎣

Xk

Yk

Zk

⎤
⎦

= λ(k)

⎡
⎣

r11(k) r21(k) r31(k)

r12(k) r22(k) r32(k)

r13(k) r23(k) r33(k)

⎤
⎦ ·

⎡
⎢⎢⎢⎢⎣

uk−u0(k)

fx(k)

vk−v0(k)

fy(k)

1

⎤
⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎣

T ′
X(k)

T ′
Y(k)

T ′
Z(k)

⎤
⎥⎥⎦ (30)

and deriving (30) as regards λ(k), uk and vk , it is possible to
obtain:

σ 2
X(k) = JX(k) ·

⎡
⎢⎣

σ 2
λ(k)

0 0

0 σ 2
u(k) 0

0 0 σ 2
v(k)

⎤
⎥⎦ · J T

X(k),

σ 2
Y (k)

= J Y(k) ·
⎡
⎢⎣

σ 2
λ(k) 0 0

0 σ 2
u(k) 0

0 0 σ 2
v(k)

⎤
⎥⎦ · J T

Y (k),

σ 2
Z(k) = JZ(k) ·

⎡
⎢⎣

σ 2
λ(k) 0 0

0 σ 2
u(k) 0

0 0 σ 2
v(k)

⎤
⎥⎦ · J T

Z(k)

(31)

where JX(k), J Y(k), JZ(k) represent the Jacobians of coor-
dinates Xk , Yk and Zk , respectively.

Finally, in order to obtain the values of σ 2
λi and σ 2

λj , (26)
is derived with respect to ui , vi and uj , vj , λi , and λj , ob-
taining:
[

σ 2
λi ρλiλj · σλi · σλj

ρλiλj · σλi · σλj σ 2
λj

]

= J+
1 · J 2 ·

⎡
⎢⎢⎣

σ 2
ui 0 0 0
0 σ 2

uj 0 0
0 0 σ 2

vi 0
0 0 0 σ 2

vj

⎤
⎥⎥⎦ · J T

1 · J+
1 (32)

where J+
1 represents the pseudoinverse of J 1, the value of

which is given by (33):

J+
1 = J T

1 · (J 1 · J T
1 )−1. (33)

As J 1 · J T
1 is singular, it is possible to obtain (32) using

singular value decomposition (SVD).
In order to verify the effectiveness of the proposed

method, every test was carried out in a rectangular 6 × 4 m.

environment in which four SONY XC-ST70CE equipped
by a CCD of 2/3′′ and a 8.5 mm optic were located. Image
resolution is around 576 × 768 pixels with 8-bit greyscale
information. Camera synchronization is carried out by a trig-
ger signal generated by one of the cameras, configured as a
master. Tests include natural and artificial illumination con-
ditions, from low luminosity to high bright scenes. The ac-
quisition system is composed by a Matrox Multichaner, and
its processing software under Windows O.S. The robot was
placed in different positions within the environment and in
each of these a total of 103 measurements of its position
were taken. The mean positioning error is given by

ep = 1

103

103∑
k=1

|P k(actual) − Pk(measurement)|. (34)

Figure 9(a) shows this error (ep) for the robot’s positions
drawn in Fig. 5(a), while Fig. 9(b) shows the standard devia-
tion (σep) for each position. As may be observed, the results
are highly satisfactory as the position error does not exceed
40 mm and the standard deviation does not exceed 9 mm in
any of the cases.

4.2 Obtaining the robot’s position using a single camera

Assuming that the robot moves along a known and constant
Z coordinate plane (Z0), it is possible to obtain the 3D co-
ordinates using a single camera. These may be obtained by
using (30) and substituting Zk for Z0.

5 Guidance System

Figure 10 shows the general structure of the control system
used, indicating the most important modules responsible for
carrying out the various tasks associated with guidance of
the robot.

As may be observed in Fig. 10, two main blocks have
been identified—the guidance module and the local posi-
tioning system (LPS). The first of these is responsible for
generating the velocity set-points to be sent to the robot,
whilst the second is responsible for obtaining the robot’s po-
sition from the sensor system.

It is also worth pointing out that in the system imple-
mented two types of sensors have been used to create the
guidance system—cameras located within the work environ-
ment that provide the robot’s absolute position, and encoders
(odometry).

Although the odometry system should be used only in
those trajectory paths where the robot is not observed by
any camera, a Kalman Filter is used at each frame to fuse
information between the odometry system and the localiza-
tion given by the cameras. Using the extra information from
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odometry, it can relax the conditions imposed to the vision
system. The Kalman Filter provides a way to obtain an op-

(a) Mean value of the position error

(b) Standard deviation of the position error

Fig. 9 Real robot position errors using two cameras to obtain the ro-
bot’s position

timal estimation of a robot’s pose by taking into account the
noise and uncertainty present in the visual system and the
odometry readings. Evidently, the use of odometry may be
avoided by incorporating a sufficient number of cameras in
the environment (ensuring that the robot is always within
the field of view of at least one camera, in the case of flat
surfaces, or at least two in other cases), and reducing the
processing time (i.e. by using dedicated hardware). The tests
carried out, because of the reduced number of cameras and
the dimensions of the room (6 meters width and 4 meters
large) and a hall of (14 meters width and 1.5 meters large),
had areas in which only two cameras were observing the ro-
bot, others observed by only one camera and also ones with-
out observation of the robot. The later situation is solved by
trusting in the odometry system.

Implementation of the guidance model is based on a map
of the environment, navigation task specifications (origin
and destination points) and the robot’s current position. Us-
ing this data, the trajectory or path that the robot should fol-
low is calculated. The set-point generator is responsible for
generating the velocities of the robot’s drive wheels so that
the robot follows the desired trajectory.

Cubic spline curves (Fernández et al. 2003b) have been
used in the trajectory generation process. Given that this
type of curve cannot present two different ordinates for the
same abscissa (due to its condition as a real mathematical
function), this represents a problem that may be resolved
using various solutions (Lázaro 1998). In our case, we have
opted to make use of parameterized curves because of their
simplicity and ease of calculation. In the case of flat sur-
faces, the parameterized curves represent a function Q(Λ)

on a bidimensional plane (X, Y) in accordance with an ad-
vance parameter denominated “Λ”:

Q(Λ) = (fX(Λ),fY (Λ)) (35)

where fX(Λ) and fY (Λ) represent the variation of the
abscissas and ordinates, respectively, in accordance with

Fig. 10 Block diagram of the control system used
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Fig. 11 Structure of the
positioning system

advance parameter “Λ”. In order to implement functions
fX(Λ) and fY (Λ), third degree polynomials are used. Tak-
ing into account that it is possible to define as many inter-
mediate points in the path as necessary, the curve is divided
into sections (one for every two consecutive points) and each
of these is defined by a polynomial. As a consequence, if
there are n number of Pi travel points, with coordinates
[Xi,Yi]T (i = 0,1, . . . , n − 1), the spline will have a total
of n − 1 sections (Q0,Q1, . . . ,Qn−2). Thus, section i will
be defined by two polynomials of the type:

fXi(Λ) = aiX + biXΛ + ciXΛ2 + diXΛ3,

fY i(Λ) = aiY + biY Λ + ciY Λ2 + diY Λ3
(36)

with 0 ≤ Λ ≤ 1 and (aiX, biX, ciX, diX) and (aiY , biY ,

ciY , diY ) being the coefficients of the abscissas’ and ordi-
nates’ curve, respectively, for each section of the trajectory.
In order to calculate the coefficients of (36) in each section,
the conditions of continuity in the first and second deriva-
tive in all of the intermediate points of the spline are im-
posed, ensuring moreover an orientation (first derivative) of
the curve for the end points of the same (origin and destina-
tion).

Taking into account that the measurements provided by
the vision system and by odometry are contaminated by
noise, a Kalman Filter (Welch and Bishop 2001) (Fig. 11)
has been used to minimize this effect. Moreover, at instant k

this allows the robot’s position at k + 1 to be estimated and,
as a result, also allows the position of the window of interest,
to which the vision algorithms are applied, to be estimated.

The robot platform used in the tests include a built-in low
level control loop whose inputs are references in the linear
speed achieved on each robot wheel (VL,VR). In this case
the required reference of speed, namely υk = [VLk,VRk], is
obtained from the present robot’s pose given by the Kalman
estimation and the next pose to reach, which is given by the
path to follow (37).

If robot path is in a plane, the pose of the robot can
be completely described by three components [Xk−1, Yk−1,

θk−1], where Xk and Yk represent the coordinates of the cen-
ter of rotation of the robot (located in the mid point of the

Fig. 12 Robot motion representation between two consecutives time
samples

axis between both wheels in a differential robot) and θk is
the orientation of the robot in the plane (Fig. 12), the linear
speed in the plane ẊK, ẎK and the angular sped θ̇K from the
center of rotation of the robot in the XY plane are given by:

Ẋk = VRk + VLk

2
· cos(θk) = Vk · cos(θk),

Ẏk = VRk − VLk

2
· sin(θk) = Vk · sin(θk),

θ̇k = VRk − VLk

B

(37)

where B is the distance between the wheels.
By expressing as �SR and �SL the linear increments

in the right and left wheels, increments in position (�Dk)

and orientation (�θk) are obtained for the interval tm (inter-
val between the generation of two consecutive speed refer-
ences):

�Dk = �SRk + �SLk

2
= tm

VRk + VLk

2
,

�θk = �SRk − �SLk

B
= tm

VRk − VLk

B
.

(38)
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By integration of (38) the position of the robot can be ap-
proximated in k from the position at k − 1:

Xk = Xk−1 + �Dk cos

(
θk + θk−1

2

)
,

Yk = Yk−1 + �Dk sin

(
θk + θk−1

2

)
,

θk = θk−1 + �θk.

(39)

From (39) the speed reference vector υk that is dispatched
to robot control is obtained

υk = 1

tm

⎛
⎜⎝

Xk−Xk−1

cos(
θk+θk−1

2 )
− B·(θk−θk−1)

2

Xk−Xk−1

cos(
θk+θk−1

2 )
+ B·(θk−θk−1)

2

⎞
⎟⎠ . (40)

6 Results

Practical implementation of this system employed four
monochrome Sony XC-ST70CE cameras with an 8.5 mm
optic and a Pentium II 400 MHz computer with Matrox
Meteor2-MC frame grabber cards. Under these conditions,
the time taken to capture and process the images by the four
cameras was 0.6 s. Time between two consecutive speed
references sent to the robot is closely the same than the ac-
quisition and processing time. The remaining tasks involved
in the control process can be approximated to be instanta-
neous. The robot’s mean travel speed was 0.3 m/s.

In order to verify the effectiveness of the proposed sys-
tem, numerous practical tests have been carried out within
the building of the Polytechnic School of the University of
Alcala. The environment used has consisted of a 4 × 6 m
room and a 14 × 1.5 m corridor (Fig. 13), in which the
cameras (C1, C2, C3 and C4) were located at coordinates
(−1.8 m, 1.8 m, 2.6 m), (1.1 m, −4.4 m, 2.6 m), (4.8 m,
−1.3 m, 2.5 m) and (22.1 m, −1.6 m, 2.5 m), respectively,
the coordinate origin being that indicated in Fig. 13. Fig-
ure 13(b) shows the location of camera C4 used in the prac-
tical tests. It must be pointed out that, despite all tests have
been done in planar environments, the solution proposed can
also be used in environments where the robot moves in 3D,
as those equipped with different heights and access ramps
for wheelchairs. For future work, these kinds of experiments
are planned to be used.

Test 1: In this test, a straight trajectory was followed.
The origin coordinates were (Ps ) Xs = 0, Ys = −0.4 m and
the destination coordinates were Xe = 3.2 m Ye = −0.4 m.
Figure 14 shows the trajectory followed by the robot. The
coordinates of the destination reached were X = 3.1936 m
Y = −0.3985 m. As may be observed, the greatest position
error is produced at the start of the trajectory and this is due
to the error produced when manually positioning the robot.

(a) Work environment and camera distribution used in the practical
tests

(b) Location of camera C4

Fig. 13 Environment used in the tests

Test 2: In this test, a quadrilateral trajectory consisting
of four straight segments was selected, on which the ro-
bot is within the field of view of two cameras at all times.
Figure 15 shows the preset points through which the ro-
bot should pass and the real trajectory followed by the
same. Table 1 shows the coordinates of the vertices (Xv,Yv)

through which the robot should pass and the real coordi-
nates (Xa,Ya) of the points through which the robot actually
passed.

Test 3: In this test, the robot was guided through the en-
vironment consisting of the room and the corridor (Fig. 13),
using four cameras (C1, C2, C3 and C4). In this case, the
trajectory that the robot should follow contains some sec-
tions that are within two cameras’ field of view, some of that
are within a single camera’s field of view, and some sections
are not within any camera’s field of view. In this latter case,
odometry is employed to perform guidance of the robot. Fig-
ure 16(a) shows the trajectory that the robot should follow
and the trajectory that it actually followed. The figure shows
four trajectory points through which the robot should pass
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Fig. 14 Trajectory followed by the robot in the first practical test

Fig. 15 Trajectory followed by the robot in the second practical test

Table 1 Coordinates, in meters, of the trajectory points that the robot
should pass through in test 2

Coordinates of the
intended trajectory
points (m)

Coordinates of the actual
trajectory points (m)

Xv Yv Xa Ya

PS 0 0 0.04 0.005

P1 2.8 0 2.7916 0.0008

P2 2.8 −1.6 2.7971 −1.5728

P3 0 −1.6 0.0003 −1.5978

Pe 0 0 −0.006 −0.051

(Ps,P1,P2,Pe), the coordinates for which are shown in Ta-
ble 2. Figure 16(b) shows the actual trajectory followed by
the robot and also indicates the number of cameras that cap-
ture the robot in each section.

(a) Trajectory followed

(b) Devices (cameras and odometry) used to obtain the robot’s posi-
tion on different sections

Fig. 16 Example of a practical experiment carried out in a large-size
environment using four cameras

Table 2 Coordinates, in meters, of the trajectory points that the robot
should pass through in test 3

Coordinates of the
intended trajectory
points (m)

Coordinates of the actual
trajectory points (m)

Xv Yv Xa Ya

PS 0 0 0.01 0.02

P1 0.8 −0.8 0.801 −0.803

P2 1.4 −1.4 1.408 −1.222

Pe 20 −1.5 19.91 −1.502

Finally, in order to show the level robustness of the track-
ing system of the beacon against the presence of different
lighting conditions and light spots, Fig. 17 shows the result
with following lighting conditions: direct natural lighting,
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(a) Artificial lighting (b) Beacon detection in (a)

(c) Low ambient illumination (d) Beacon detection in (c)

(e) Natural lighting and brightness (f) Beacon detection in (e)

Fig. 17 Pattern detection under different lighting conditions
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artificial lighting, and presence of spots originated by nat-
ural lighting.

7 Conclusions

This paper has presented an alternative guidance system
for mobile robots using cameras located within the move-
ment environment. In the proposed solution, infrared bea-
cons mounted on board the robots have been used in order
to facilitate both detection of the robots and accurate capture
of the robots’ 3D coordinates. In this paper, the importance
of taking into account the various types of error that are gen-
erated by this type of proposed mobile robot guidance sys-
tem has been made clear. Among these, those arising from
the type of camera and optics used, as well as from the
image capture and processing hardware, stands out partic-
ularly. Another significant aspect is obtaining the robot’s 3D
coordinates and orientation from the coordinates on the im-
age plane of the centroids of the four elements that make up
the IR beacon. The proposal made in this paper has demon-
strated the feasibility of carrying out guidance based on the
information provided by cameras located within the robots’
movement environment and, moreover, it has produced po-
sition errors in the order of millimeters. Furthermore, the
proposed solution offers a significant advantage of minimiz-
ing the electronic and sensor systems which are mounted on
board the robots and also offers the possibility of using the
same infrastructure to carry out guidance of several robots.
The various practical tests carried out in real environments
have been highly satisfactory, in spite of the limitations of
the image processing and control hardware used (as well
as the limited number of cameras). They have made clear
that the proposal is feasible without the need to use a high
number of cameras. It has been verified that the most advis-
able practical solution (taking into account the cost of the
infrastructure) is for the trajectory that the robot should fol-
low to be captured by two cameras at all times. It is also
worth pointing out that in environments with flat surfaces it
is possible to perform guidance using a single camera at all
times and, in those sections of the trajectory where it is diffi-
cult for the robot to be captured by the cameras, it is possible
to make use of odometry (provided that said sections are of
a limited size).

The authors of this paper are currently working on ob-
taining the robot’s position using natural landmarks on the
same (Pizarro et al. 2005) (without the need to use artificial
beacons on board the robots).
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